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Abstract

The paper provides a novel, empirically grounded map of innovation ‘clubs’ in
the EU, based on a unique analysis of micro-aggregated, country-level data.
Using exploratory factor analysis we articulate innovation variables in a tax-
onomy of four ‘latent’ innovation theories: Network-Innovation-System, Kaldo-
rian, New-Growth-Theory, and Schumpeterian. We then characterise clusters
of countries (‘clubs’) based on their performance against this taxonomy, and
design a new map of EU innovation clubs. We identify an articulated map
of the EU innovation hierarchy beyond the rather well-known ‘core-periphery’
structure and interpret how some of the peripheries are functional to the ‘consol-
idated core’ of innovative countries, raising an issue of long-term sustainability
of such hierarchies. We also find that even the most innovative clusters show
concerning weaknesses. The strongest cluster in terms of its innovation system
does not seem to exploit its full potential and lags behind with respect to radi-
cal product innovations. Instead, the leading cluster in terms of radical product
innovations is strongly dependent on external innovative activity, is focused on
scale-intensive sectors, and has a fairly weak innovation system. The periphery
of small countries that show a healthy network structure do so because they
mainly include supplier-dominated firms that are reliant on innovation inputs
from the core. We offer some reflections on innovation policy within a broader
view of EU cohesion.
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1 Introduction

The destructive (Schumpeter], 1911)) and cumulative (Schumpeter, [1942) fea-
tures of innovation tend to generate inequalities (Ciarli et al., 2020). Inequal-
ities can emerge among workers in terms of earnings (Autor et al., [2008) or
employment (Lazonick, 1979; [Freeman et al., |1982), across firms (Song et al.|
2019), countries (Cimoli and Porcile, 2011; Milanovic, 2016), as well as regions
(Lee and Rodriguez-Pose, 2012). In recent decades, the growing concentration
and accumulation of knowledge, technology and intangible assets in the hands
of the few have exacerbated these inequalities (Autor et al., [2020).

There is growing consensus that such inequalities are engendering a new
wave of social instability and political polarisation (Rodrguez-Pose, [2018; Naidu
et al., 2020). Focusing on European integration, lammarino et al.| (2019) argue
that the growing inequality among EU regions poses a substantial threat to
future cohesion and economic well-being in the Union. They suggest that such
regional inequalities are due to the combined impact of technological progress
and trade as well as to regional evolutionary features that have encroached on
historical development paths, including capabilities, firms, skills, and institu-
tions (see also|[lammarino et al., [2020). Different EU countries and regions have
followed different innovation trajectories based on their historical developments
and institutions (e.g. Mokyr}, 2007; |Ciarli et al., [2012).

Despite substantial and concerted policy efforts to achieve a levelled-up ‘In-
novation Union’ (EC| 2015), the EU is far from being a cohesive ensemble of
countries in terms of innovation and socio-economic performance. There are
imbalances, lack of convergence, innovation-driven clubs, which resonate with
the classic core-periphery structure (Krugman) [1991)) recently revisited at the
regional level as the ‘places that do not matter’ (Rodrguez-Pose, 2018)).

This evidence has often been (usefully) interpreted from the Innovation Sys-
tem (IS, hereinafter) perspective. In one of his seminal papers, Chris Freeman
(Freeman|, 2002) looked at ‘continental’, ’sub-continental’ and ‘sub-national’
differences in growth rates as related to technical and institutional capabilities.
Based on contributions from historians of technical change (Landes, |1970), clas-
sical economists ([List], [1841) and growth accountants (Abramovitz, 1986), he
then attempted a first theoretical embedding of the notion of ‘Innovation Sys-
tem’. The substantial literature that has emerged since has been concerned
mainly with the empirical implementation of the IS approach and less so with
its embedding in a comparable theoretical framework, to the point that the



IS approach has often been considered a-theoretical, with notable exceptions
(Nelson, [1993; Lundvall, (1992, [2007).

In this paper we take a step back and make a novel attempt to give the IS
approach back its theoretical dignity. We do so by comparing it with estab-
lished theoretical approaches, explaining the disruptive and cumulative effects
of innovation and the existence of EU innovation clubs. In addition, we provide
ways to understand what are the technological and institutional fundamentals
— as framed in the innovation systems literature (Freeman| [1987; Lundvall,
1992; Nelson, [1993) — that constitute the ‘diverse development trajectories’
characterising different European macro-regions and that may drive inequali-
ties and make them persistent.

In particular, we use micro-aggregated, country-level data on innovation in-
puts, institutions and innovation performance to identify latent innovation the-
ories. Taking a data-driven approach, we investigate the extent to which inno-
vation metrics across countries can be associated with different innovation theo-
ries and suggest plausible dominant sectoral and technological regimes (Pavitt,
1984)).

We find that cross-country comparable innovation survey data can be struc-
tured in remarkably well-defined innovation theories. We distinguish four of
them: (i) the ‘Network-Innovation-System’ approach characterised by inter-
actions between public and private organisations, stronger in process innova-
tions; (ii) a ‘Kaldorian’ theory, characterised by a local/regional cumulative,
productivity-enhancing process driven by local effective demand; (iii) the ‘New
Growth Theory’, where large firms with a concentration of factor accumulation
and product innovations dominate; and (iv) a ‘Schumpeterian’ theory, driven
by in-house R&D investments and high shares of patenting firms.

By means of a hierarchical clustering technique, we identify five clusters of
countries’ innovation clubs with strengths and weaknesses in relation to the four
theories. Some of these are at odds not only with the established narrative of the
North-South and East-West divide, but also with the traditional prescriptions
from the different innovation theories.

Besides confirming the well-known core-periphery structure in the EU inno-
vation system, we observe that some of the peripheries are functional to the
‘consolidated core’ of innovative countries, raising an issue of long-term sus-
tainability of EU innovation hierarchies.

We also find that even the most innovative clusters, according to all four inno-
vation theories, show some unexpected weaknesses. For instance, the strongest



cluster in terms of the innovation system does not have a solid performance in
terms of radical product innovations. Rather, the leading cluster, in terms of
turnover from product innovations new to the market, is strongly dependent
on external sourcing, mainly includes scale-intensive sectors (Pavitt), [1984) and
is based on a fairly weak innovation system. In addition, the peripheral small
countries that show a healthy network structure do so because they mainly in-
clude supplier-dominated firms that are reliant on innovation inputs from the
core.

By looking at the micro-level sources of the European country ‘clubs’, our
findings ground the presence of a new European core-periphery and add to the
most recent literature on empirically grounded IS approaches (Cirillo et al.,
2019; |[Fagerberg and Srholec| 2008), taking into account the ‘goodness of fit’ of
IS approaches amongst alternative innovation theories.

In sum, while EU peripheries persist, also the core innovation ‘clubs’ do not
show textbook innovation performances across theoretical approaches, each of
them having its own ‘dark side’. In this context, which risks to endanger tradi-
tional EU cohesion policies, our paper offers fine-grained empirical evidence to
disentangle the underpinning components explaining the existence of EU clubs.

The rest of the paper is structured as follows. Section [2] highlights in detail
our main contribution to the relevant literature. We then describe the dataset
and data preparation procedures in Section [3] Section [{] provides an initial
map of EU clusters. We then perform an exploratory factor analysis to identify
latent innovation theories in Section [, which are then used to characterise, in
Section [6], the map of EU innovation clubs. Section [7] concludes the paper.

2 Background and contribution

Amongst different perspectives on innovation and technological change, at least
four approaches seem to stand out. From the Neoclassical perspective, the
New Growth Theory (NG, hereinafter) posits an equilibrium growth path in
which the introduction of R&D-induced radical product innovations overcomes
decreasing returns to factor accumulation (see, e.g. |/Aghion and Howitt|, 2009).

Instead, whilst Schumpeterian theories predict that knowledge-augmenting
investments — such as in-house R&D — would positively affect both innovation
outputs (e.g. patents) and economic performance (e.g labour productivity),
they contemplate the possibility of persistent out-of-equilibrium dynamics as
the growth process unfolds (Nelson and Winter|, 2002, p. 40).



Focusing on demand-induced mechanisms, Kaldorian theories emphasise the
role of investment, effective demand and the size of destination markets in
favouring a virtuous, cumulative process among (innovation) investments, labour
productivity and further investments (Kaldor, |1966)).

Finally, one of the most established approaches in innovation studies is based
on the concept of (national) innovation system (IS, hereinafter). Albeit not a
fully fledged theory (Edler and Fagerberg), [2017)), innovation system approaches
have helped pin down the complexity of the innovation process by consider-
ing the institutional context, the variety of actors involved in the innovation
process, the type of investments and cooperation that innovation entails, the
potential barriers and bottlenecks, and the role of public policy to mitigate
them.

The IS approach posits that a wide set of national characteristics — beyond
the obvious size, population and per-capita GDP — are relevant to explain
national differences in science, technology, innovation and, ultimately, their
economic performance. More specifically, the core components of an IS are:

1. the private organisations responsible for the applications of basic science
and creation of knowledge and at firm and sectoral levels;

2. the scientific and technological public infrastructures, such as research
centres, universities and higher education institutions;

3. the battery of instruments used by the government to fund and support

both of the above, such as public procurement, grants, subsidies to firms
and R&D tax credits;

4. the nature and intensity of links between private and public actors aimed
at increasing scientific and technological capabilities.

The IS approach is used for making sense of the complexity of innovation,
precisely thanks to its all-encompassing nature. Yet, it is this same nature
that makes it quite difficult to be captured empirically in the absence of a
rigorous theoretical grounding. This is certainly so when compared to alterna-
tive innovation theories, such as the NG theory, whose empirical propositions
may be more straightforwardly tested (based on a linear relation between in-
puts, e.g. capital, R&D investments and outputs, in terms of certain economic
performance indicators).

Despite difficulties in capturing it empirically, the IS approach has long in-
formed research and policymakers of the sources and nature of the countries’



differences in science and innovation performance, public support to science and
economic outcomes (Soete et al., 2010; |Cirillo et al.| [2019). It has proven useful
for ‘appreciatively’ complementing alternative theories, including the growth
literature on technology clubs and countries’ divergences due to catching-up
processes in science and technology performance (see Nelson, [2006; [Lundvall,
2007; |Castellacci, 2008, |Castellacci and Archibugil, 2008; [Fagerberg and Srholec,
2008, among others). Arguably, it would be advisable, from a policy perspec-
tive, that innovation theories be able to explain the presence of peripheries and
suggest normative interventions to help upgrade them.

In this regard, our paper builds on the effort by lammarino et al.| (2019) to
systematise and assess extant innovation theories in terms of whether and how
well they are able to make sense of the (several) EU macro-regional divides. In
particular, our empirical exercise complements the evidence shown in Shrolec
and Verspagen| (2008) and |Cirillo et al.| (2019)) and offers a two-fold contribution.

First, we empirically unveil latent innovation theories using an Exploratory
Factor Analysis performed on the Eurostat Community Innovation Survey 2014
(CIS2014) micro-aggregated data. We are able to identify, besides the estab-
lished IS approach, denominated Network-Innovation System, the Kaldorian
theory, the New-Growth Theory and the Schumpeterian theory, each synthe-
sised by an emerging factor. Although it is outside the aims and scope of this
work to test competing theories, we are still able to allude to whether different
innovation theories can capture the large variety of innovation performances in
the EU.

Second, we provide a novel, empirically grounded map of innovation clubs in
Europe associated with one or more of the latent innovation theories mentioned
above. The aim is to comparatively advance our ‘appreciative theorising’ of in-
novation asymmetries across countries by empirically deriving the composite
dimensions of the innovation system, including firms’ behaviour and perfor-
mance, as well as the complex network of actors that firms interact with and
respond to, such as local and national government, public and private research.

To our knowledge, the analysis provided here is the first of its kind to inter-
twine the identification of EU innovation clubs — using hierarchical clustering
— with the articulation of ‘latent’ innovation theories — using exploratory fac-
tor analysis. This allows us to appreciatively assess the explanatory power of
alternative innovation theories on the basis of the existing clubs.

We find that some of the theories can only make sense of the performance of a
small sample of (hyper-performing) countries and are therefore not particularly



fit to explain the presence of peripheries (and its persistence). Some theories,
instead, would predict a high performance — based, for instance, on certain
public interventions — which does not emerge from our analysis.

In sum, this evidence shows that a thorough reflection is needed on the extent
to which the conditional, country-specific factors might make even a ‘textbook’
innovation policy ineffective.

3 Dataset: Community Innovation Survey 2014 (CIS2014)

We use the publicly available micro-aggregated version of the Eurostat Com-
munity Innovation Survey, 2014 edition (CIS, hereinafter).El

The CIS is a firm-level survey executed at a national scale, which collects
data on several dimensions of innovative activity and outcomes. The unit of
analysis considered is the enterprise with 10 or more employees enrolled (in
most cases) in the official statistical business register of each country. To ensure
cross-country comparability, the survey is carried out by means of a standard
questionnaire based on the definitions and underlying methodology included
in the well-known Oslo manual for collecting and interpreting innovation data
(OECD and EUROSTAT) 2005).

The survey is performed every two years, covering the 28 EU member states
and some additional countriesf| Most statistics refer to the 3-year reference
period 2012-2014, even though some indicators specifically correspond to 2012
and/or 2014.

Rather than using a firm-level dataset, we use micro-aggregated CIS results
(i.e. data that have been aggregated across firms within each country, innova-
tion type, economic activity and size class combination). This choice is dictated
by a number of reasons.

First, European innovation statistics generally use aggregated national dataEl
By using micro-aggregated data we provide a novel and more fine-grained pic-
ture than the use of traditional country-level indicators would allow.

Second, in the process of consolidating firm-level observations, national sta-
tistical institutes extrapolate collected data by means of appropriate weighting

LA detailed meta-data description can be found in:
http://ec.europa.eu/eurostat/cache/metadata/en/inn cis9_esms.htm

2The CIS 2014 has been conducted in the following additional countries: Norway, Iceland, Switzerland, Serbia,
Macedonia and Turkey.

3See section ‘3.1. Data description’ in Eurostat CIS 2014 meta-data documentation:
http://ec.europa.eu/eurostat/cache/metadata/en/inn cis9_esms.htm



schemes in order to get population totals. As a consequence, official micro-
aggregated data deal with the issue of sample size heterogeneity across coun-
tries.

Third, it should be borne in mind that individual firms cannot be followed
from one CIS wave to another, which implies that micro-data cannot be treated
as a panel across sequential CIS editions.

Fourth, focusing on micro-aggregated results allows us to obtain variables
measuring both the proportion of firms that engage in innovation activity, co-
operation, receive public funding or achieve a certain outcomeEl as well as the
intensity with which firms perform those tasks (e.g. the value of R&D ex-
penditure). This is crucial as CIS firm-level studies mostly rely on binary or
Likert-scale variables, as innovative expenditure data by type is aggregated
(due to confidentiality issues), preventing its use in empirical studies (Shrolec
and Verspagen), 2008)).

Eurostat performs no imputation for missing firm-level data. In general, this
implies a trade-off between country availability and the breadth of variables
considered in empirical analyses (see, for example, the discussion in Shrolec
and Verspagen, 2008, p. 12). Given that our aim is to have the widest possible
country coverage, we have estimated missing values at the micro-aggregated
level [

We considered 24 European countries for which data gaps made the missing-
data imputation process parsimonious.ﬂ As a result, we obtained a working
dataset consisting of 22 variables across 24 countries.

The 22 variables considered provide information on the expenditures, own-
ership structure, knowledge acquisition, sources of cooperation links, public
funding/procurement, protection mechanisms (patents), average firm size and
productivity in relation to innovation activities and outcomes.

We aim to articulate these variables into four dimensions that characterise
an IS: (i) innovation inputs and demand sources, (ii) the type of cooperation
links, (iii) government role and public sector policies, and (iv) innovation out-
puts. Table [1I| reports a dictionary of the 22 variables we have used. Each row

4Variables of this sort are a “ratio between the selected combination of indicator, type of innovators and —
in most cases — the total category of the selected type of innovators”, as reported in:
http://ec.europa.eu/eurostat/cache/metadata/en/inn_cis9_esms.htm

5Please see Appendix |A|for details.

5The countries considered (with the corresponding ISO2 code) are: Austria (AT), Belgium (BE), Bulgaria
(BG), Cyprus (CY), the Czech Republic (CZ), Germany (DE), Denmark (DK), Estonia (EE), Greece (EL),
Spain (ES), Finland (FI), France (FR), Croatia (HR), Hungary (HU), Italy (IT), Lithuania (LT), Latvia
(LV), Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), Romania (RO), Sweden (SE) and
Slovenia (SI).



corresponds to a variable and includes a code label used throughout the paper,
the firm type which it refers to, a short description and its unit of measurement.

Table 1: CIS-2014 variables considered for the empirical analysis

Selected variables of/derived from the Community Innovation Survey 2014 Ed. (CIS-2014) used in the paper:

# Variable  Dimension Variable Label Firm Type Indicator Short Description (Unit) Indicator full description (derived from EUROSTAT) |
1 LARMAR_EU INNOACT Largest market: EU (in %) Enterprises for which the largest market in terms of
turnover is: EU/EFTA/EU-candidates
2 LARMAR_LREG INNOACT Largest market: Local/Regional (in %) Enterprises for which the largest market in terms of
turnover is the local/regional market
3 LARMAR_NAT INNOACT Largest market: National (in %) Enterprises for which the largest market in terms of
. turnover is the national market
4 Inn’:):g':ion GP_YES INNOACT Firm part of enterprise group (in %) Enterprises that are part of an enterprise group
5 Inputs and | eyorT14 ENT_POPUL4  INNOACT  Innovation Expenditures per Firm (in THS Average total innovation expenditures in 2014 per
Zema”d EUR/FIRM) firm
6 (;uprs;s RRDEX14_EXPTOT14 INNOACT Share of external R&D (in % of TIE) Share of expenditures in external R&D in 2014 over
total innovation expenditures
7 RRDIN14_EXPTOT14 INNOACT Share of in-house R&D (in % of TIE) Share of expenditures in in-house R&D in 2014 over
total innovation expenditures
8 EXPTOT14_C INNOACT Manufacturing/Aggregate R&D (in %) Share of total innovation expenditures in 2014 in
Manufacturing
9 EMP14_ENT_POPU14 INNOACT Employees per Firm (in EMP/FIRM) Average number of employees per firm in 2014
10 Co1 INNOACT  Cooperation within the enterprise group (in Enterprises co-operating with other enterprises
Cooperation %) within the enterprise group
11 Links (links) €05 INNOACT Cooperation with suppliers (in %) Enterprises co-operating with suppliers of
equipment, materials, components or software
12 FUNEU INNOACT Funding from EU (in %) Enterprises that received funding from the European
Union
13 FUNGMT INNOACT Funding from Central Government (in %) Enterprises that received funding from central
government
14 FUNLOC INNOACT  Funding from Local/Regional Auth. (in %) Enterprises that received funding from local or
Government regional authorities
15 Role and Cc0o6 INNOACT Cooperation with universities/HEI (in %) Enterprises co-operating with universities or other
Public Sector higher education institutions
16 Policies (gvt) C09 INNOACT  Cooperation with Gvt/Research Inst. (in %) Enterprises co-operating with Government, public or
private research institutes
17 PUBDOM TOTAL Domestic Procurement (in %) Enterprises with procurement contract for domestic
public sector
18 PUBFOR TOTAL Foreign Procurement (in %) Enterprises with procurement contract for foreign
public sector
19 PROPAT INNOACT Application for a patent (in %) Enterprises that applied for a patent
20 Innl;l\:gt]ion INPSPD INPCS Process innovation in production (in %) Enterprises that developed process innovation by
Outputs improving methods of manufacturing/producing
21 (output) NEWMAR_TURN_ENT_PO  INPDT  Turnover/Firm prod. innov. new to market (in Average firm turnover from new or significantly
PU14 THS EUR/FIRM) improved products that were new to the market
22 TURN14_EMP14 INNO Turnover per employee (in THS EUR/EMP) Total turnover in 2014 per employee
References:

Firm types: INNOACT: Product/Process innovative firms; INPCS: Process innovative firms; INPDT: Product innovative firms; INNO: Innovative firms; TOTAL: Total firms
% (percentages) are expressed in relation to the total number of firms in the survey for each country

THS EUR: thousand euros at current prices; EMP: employees; % of TIE: percentage of Total Innovation Expenditures

Source: Own elaboration based on EUROSTAT CIS 2014 Database

The CIS covers both inputs/strategies (e.g. implementation, adoption) and

outputs/effects (e.g. successful, ongoing or abandoned) of innovative activities.

Moreover, the CIS organises data collection according to the type of innovation



activity that firms declare to be engaged in (product, process, organisational
and marketing innovation). The variables that feed into our data reduction
procedures are (almost exclusively) limited to product and process innovation
(i.e. technological innovation)ﬂ even though we consider some variables that
correspond to the entire subset of innovative firms | as well as some referring to
the total universe of firmsf| Note that we have chosen the indicator-per-firm-
type which maximises the number of observations across countries, conditioned
therefore to data availability.

4 Innovation ‘clubs’ in the EU through hierarchical clus-

tering

Our starting point is a multivariate sample of observations for 22 variables
across 24 countries covering a variety of aspects of the innovation process, as
captured by the CIS. The first aim is, without imposing any a priori constraint,
to identify a set of mutually exclusive homogeneous country groups, i.e. clusters,
based on (relatively) similar within-group values when considering all variables
jointly. To do so, we apply a data-driven, agglomerative hierarchical clustering
technique (Everitt and Hothorn|, 2011, p. 166) to obtain innovation ‘clubs’ in
the EU.

Intuitively, if we had only two dimensions by which to compare countries,
e.g. R&D expenditure and labour productivity, the problem would be fairly
straightforward to visualise: groups would be identified by drawing lines across
a two-dimensional scatter-plot separating different ‘clouds’ of dots, each dot
representing a country along those two dimensions.

However, considering ¢ = 22 dimensions simultaneously requires us to re-
fine both the assessment of the relative distance between ¢-dimensional (data)
points, as well as the procedure for merging countries into groups.

To compute the distance between country ¢ and j across the ¢ variables, we
use the Euclidean distance. And given that some of our variables in Table [1] dif-
fer in their unit of measurement, we standardise each of them before computing

"In the CIS these firms are labelled ‘INNOACT’: product and process innovative enterprises regardless of
organisational and marketing innovation.

8In the CIS these firms are labelled ‘INNO’: innovative enterprises.

9n the CIS the label used is ‘TOTAL’: total enterprises.

10



bilateral country distances:

q 1/2 _
dij = (Z(ZW — er)2> , with Zir — u (1)

S
r=1 r

where x, and s, are the cross-country sample average and standard deviation,
respectively, for variable r =1,...,q.

As an outcome, the obtained symmetric bilateral country distance matrix
D = [d;;] is used to merge countries into groups. Starting from a set of n = 24
clusters (each representing a different country), the agglomerative algorithm
merges the nearest pair of distinct clusters into a new group, iteratively repeat-
ing the process until only one group (containing all countries) is obtained.

While the bilateral distance between two countries is given by , the dis-
tance between any two country groups will be given by the distance between
those two countries — one in each group — which are more dissimilar between
them:

dAB = Imnax (dlj) (2)

1€A,jEB
where A and B are country groups. The clustering rule given by is known
as complete linkage (or farthest neighbour) clustering (Everitt and Hothorn,
2011, p. 167). Intuitively, country groups will be merged in this case when the
most distant pair of countries between two groups are still relatively closer with
respect to any other group.

Applying this iterative algorithm leads to a hierarchical structure known
as dendrogram, in which countries have been successively merged into non-
overlapping subsets. Figure |2 reports the resulting dendrogram in our case.

The dashed circle in Figure [2| ‘cuts’ the dendrogram into five clusters (num-
bered 1-5). Cluster 1 includes three Nordic countries — Norway (NO), Sweden
(SE) and Finland (FI) — as well as Austria (AT) and Belgium (BE). Clus-
ter 2 includes the two largest countries of the EU, Germany (DE) and France
(FR), as well as the Netherlands (NL) and Denmark (DK). Cluster 3 com-
prises Italy (IT) and Spain (ES), together with the Czech Republic (CZ) and
Hungary (HU). Cluster 4 is composed of a large set of relatively small EU
countries: Greece (EL), Cyprus (CY), Croatia (HR), Lithuania (LT), Estonia
(EE), as well as Portugal (PT) and Slovenia (SI). Finally, Cluster 5 comprises
four Central-Eastern European (CEE, hereinafter) countries: Romania (RO),
Poland (PL), Bulgaria (BG) and Latvia (LV).

At this point, cluster numbers have been allocated without a specific criterion

11



Figure 2: Dendrogram of Innovation Clubs in the EU
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Source: Own elaboration based on EUROSTAT CIS 2014 Database

in mind. In fact, while the clustering procedure has allowed us to identify
five country subsets, how should we compare cluster-average values for all 22
variables? By performing an exploratory factor analysis, in the next section we
organise variables into conceptual subsets, which allows us to intertwine cluster-
average values with variable groups, in order to understand the differences in
the innovation profiles across EU innovation clubs.

5 Latent innovation theories through exploratory factor

analysis

5.1 Method

We use exploratory factor analysis (EFA, hereinafter) to identify (latent) com-
mon factors that best describe the differences across the innovation clubs identi-
fied in Section[d] As will be seen below, each factor identified may be associated
with an alternative theoretical perspective on innovation and technical change.

EFA is a statistical data reduction technique which allows us to combine

12



and summarise groups of observed variables according to their covariances. Es-
sentially, it uncovers the way in which these variables form coherent subsets.
The underlying rationale behind the method is to formulate a linear probabil-
ity model with specific moment constraints so that the observed covariances
between the observed variables can be explained by the relationship of these
variables with the (common) latent factors. Essentially, the k-factor model for
q observed variables and k latent factors can be formulated as:

T; = C; + u;, VZ:L,q (3)
ci = Nitf1+ -+ Xiwfr, Vi=1,...,q (4)

where, in our context, the variable x;, which measures an observable character-
istic of innovative activity (e.g. share of in-house R&D expenditure), is linked to
a linear combination of (unobserved) latent factors ¢; and randomly disturbed
by the term w;.

By assuming that:

(i) Random disturbances u; are uncorrelated with each other:
Cov(uj,us) =0, Vi,s=1,...,¢;

(ii) Random disturbances u; are uncorrelated with latent factors f;:
Cov(u, fj) =0, Vi=1,...,qand Vj=1,... k;

(ili) Factors f; are uncorrelated with each other]]
Cov(fj, fr) =0, Vjr=1...k;

(iv) Factors are standardised{]
B(f;)=0,V(f)=1, Vj=1,...,k

we obtain the essential result that:
Cov(z;, xs) = E(zxs) = MpAs1 + -+ + AikAsk, Vi, s=1,...,q, i#s

i.e. the covariance amongst observed variables x; and x; depends exclusively on
the connection between the variables and the & common factors (coefficients
ity -y N for z; and g, ..., Ag for zy).

10This latter constraint on the cross-moments between factors will be relaxed in our implementation of the
setting.

1Due to their being unobserved, the scales and locations of factors can be fixed arbitrarily (Everitt and
Hothorn, 2011} p. 137).

13



The formulation of the problem (3)-(4) under assumptions (i)-(iv) implies
that coefficients A1, ..., A are regression coefficients of x; on the factors fi,..., fz.
Such coefficients are labelled factor loadings and quantify the correlations be-
tween the observed variables and the factors, i.e. coefficient \;; quantifies the
correlation between variable z; and factor f;. When jointly considered, the
k-factor model may be compactly expressed as:

r=Af+u (5)
where:
T A1 Ak Ji uy
€XTr — s A_ = s f = s u —=
Zq A1 Agk Jr Uq

Crucially, the assumptions above imply that the population covariance ma-
trix of the original variables is given by:

> =AA" + o, (6)

where o, = diag[V(u;)] is a diagonal matrix with the variances of the variable-
specific random disturbances wu;.

Thus, the estimation problem of interest is to find point estimates A and
o, so that the sample covariance matrix S of the (manifest) variables can be
approximately written as:

S~ AA" + &, (7)

i.e. to obtain a predicted covariance matrix that resembles the sample covari-
ance matrix of the manifest variables[?]

But in order to estimate A we need to decide on its number of columns,
i.e. the number of factors k. In fact, solutions with £ and k + 1 factors will
produce a different set of factor loadings altogether. A solution with not enough
factors will have too many high factor loadings associated with each of them,
whereas a solution with an excess of factors may render the conceptual in-
terpretation difficult (i.e. finding a meaning through combining subsets of the
original variables).

Alternative approaches to determining k involve, amongst others, the Kaiser

12Note that “factor analysis is essentially unaffected by the rescaling of the variables” (Everitt and Hothorn,
2011, p. 139), so it is essentially equivalent to work with the covariance or correlation matrix.
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(1960, p. 145) criterion to keep as many factors as there are eigenvalues of the
sample correlation matrix greater than 1, as well as an inferential procedure
based on iteratively incrementing k by one and performing a hypothesis test
(Everitt and Hothorn, 2011, p. 143). However, something frequently overlooked
by the literature is that these procedures generally provide an upper bound for
k (Everitt and Hothorn|, 2011, p. 155). In fact, the choice of £ may be done by
starting from k& = 1 and iteratively increasing its value up until the upper bound
is reached; in each step, assessing which configuration provides a convincing
interpretation and discrepancies between the actual sample correlation matrix
— S in @ — and the predicted one — AAT + o, in @) — are contained.

A further element to be considered is that factor analysis accounts only for
the variation in the observed variables shared through the common factors.
The focus is on the estimates j\ij of regression coefficients )\ij. We are not
accounting for the entire variance of the observed variables [

We perform an EFA involving all variables in Table[l] In particular, we fit a
k-factor model — as specified in (5)) — to a sample of multivariate observations
for the 24 countries[[]

To obtain the point estimates of the matrix of factor loadings A in (5)) we ap-
ply maximum likelihood (ML), which is a scale-free estimation method (Timm,
2002, p. 504)E| As a data preparation procedure, we standardise all data
points by subtracting the sample mean and dividing by the standard deviation
for each original variable[!]

After having obtained the point estimates, we adjust factor loadings by ap-
plying the oblimin ‘rotation’, which is an oblique transformation that allows

1311 fact, the estimate for the variance of the variable-specific disturbance term V (u;) is obtained as a residual.
This may give rise to Heywood cases: the point estimate of the diagonal terms in AAT may exceed the
sample variance of the manifest variable resulting in a negative estimate for V(uz) (for details, see [Everitt
and Hothorn| 2011]).

14These two latter features, i.e. number of factors and share of variance accounted for, should be taken into con-
sideration when interpreting results, especially when comparing EFA with other data reduction techniques,
such as Principal Component Analysis (PCA).

15Tt has to be borne in mind that including variables that are implicitly contained in other variables should be
avoided in factor analysis. For example, consider including a set of variables measuring the percentage of
firms engaged in alternative types of innovation cooperation, as well as a variable quantifying firms engaged
in any type of cooperation. The latter variable should be excluded, otherwise factors that load highly on
cooperation measures will be artificially higher (see e.g. [Shrolec and Verspagen, [2008)).

16Usually, studies using firm-level CIS data avoid the recourse to maximum likelihood factor analysis due to
the fact that binary and Likert-type variables do not conform to the hypothesis of multivariate normality
of the underlying data (e.g. |Shrolec and Verspagen| 2008). However, unlike in most of the extant literature
applying EFA to CIS-like data, we consider continuous variables, making this estimation method particularly
fit for our purposes.

1"Recall that factor analysis is unaffected by the rescaling of the original variables.
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for correlation between factors (rather than imposing an orthogonal rotation).Egl
Adopting this transformation implies that our solution now consists of three
matrices:

A~ ~ ~

' = A" x & (8)
(gxk)  (axk)  (kxk)

where T is the structure matrix, A* the pattern (loadings) matrix, and ® the

factor intercorrelation matrix. Essentially, elements of r provide the correlation

coefficients between the latent factors and the observed variables, elements of

A* are the regression coefficients that, multiplied by (transformed) factors, give

us the observed variables, and elements of P quantify the correlation between
factors[™

We interpret the fitted model results on the basis of matrix A* = [5\;;] A

high factor loading coefficient j\j ; indicates that, for a given correlation structure
between factors, the observed variable x; has a high (linear) association with
factor f;, so we say that variable z; ‘shapes’ factor f;. We group variables
¢t = 1,...,q into subsets according to how their corresponding factor loading
coefficients shape different factors. The oblimin transformation produces a
simple pattern matrix that allows us to unambiguously allocate each observed
variable to one of the factors identified (in most cases). This way, factors are
defined on the basis of their constituting elements. The label attributed to each
factor mirrors our interpretation of the relative importance of the variables that
shape it.

5.2 How factors fit different innovation theories

Table [3| reports the results of applying EFA to our dataset. Starting from k& = 1
and iteratively increasing the number of factors by one, we found that k& = 4
factors provide a parsimonious articulation of the 22 variablesP’ Panel (A)
reports the point estimates A

*

;;» arranged as a 22 X 4 matrix. Variables along
rows are displayed in four blocks, each corresponding to a factor (i.e. column)

18The oblimin transformation is particularly apt for solutions obtained with ML. ML imposes a restriction on
the diagonal character of A7a, 1A, so an oblique transformation improves the description of the results
(Raykov and Marcoulides, 2008, p. 268). Moreover, it has been noted that orthogonal rotations may often
lead to biased results (Shrolec and Verspagen, [2008)).

19The oblimin ‘rotation’ procedure consists in applying a nonsingular transformation matrix T such that
f*=Tf and A* = AT ' in . Moreover, the population covariance matrix implied by the model in
@ becomes: X = A®PA”™ + o, where ® is the population factor inter-correlation matrix. For details see
Timm)| (2002).

2Incidentally, k = 4 corresponds to the number of eigenvalues of the sample correlation matrix S in (7)) which
are greater than one.
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to which they have been allocated, according to their factor loadings.

Interestingly, the variable subset allocated to each factor provides a quan-

titative description which may be associated with an alternative theoretical

perspective on innovation and technical change.

Table 3: Exploratory Factor Analysis: Alternative Innovation Theories

Exploratory Factor Analysis (EFA)
(24 countries; 22 variables)
Order Variable

20 output_INPSPD
4 input_GP_YES

10 links_CO01
11 links_CO5
15 gvt_C06
16  gvt_C09
1 input_LARMAR_EU
17  gvt_PUBDOM
18  gvt_PUBFOR
13 gvt_FUNGMT
22 output_TURN14_EMP14

2 input_LARMAR_LREG
3 input_LARMAR_NAT

14 gvt_FUNLOC
12 gvt_FUNEU
21 output_NEWMAR_TURN_ENT_

POPU14
9  input_EMP14_ENT_POPU14
5  input_EXPTOT14_ENT_POPU14

6 input_RRDEX14_EXPTOT14
output_PROPAT

8  input_EXPTOT14_C
7  input_RRDIN14_EXPTOT14

References:

Panel (A) EFA loadings: 4 factors

Factor Loadings

Network-
Description (Unit) Innov-
System (IS)
Process innovation in production (in %) 0.37
Firm part of enterprise group (in %) 0.58
Cooperation within the enterprise group (in %) 0.96
Cooperation with suppliers (in %) 0.95
Cooperation with universities/HEI (in %) 0.62
Cooperation with Gvt/Research Inst. (in %) 0.50
Largest market: EU (in %) 0.41
Domestic Procurement (in %) 0.70
Foreign Procurement (in %) 0.80
Funding from Central Government (in %) 0.53
Turnover per employee (in THS EUR/EMP) 0.19
Largest market: Local/Regional (in %) 0.08
Largest market: National (in %) 0.04
Funding from Local/Regional Auth. (in %) 0.35
Funding from EU (in %) 0.29
Turnover/Firm prod. innov. new to market -0.03
(in THS EUR/FIRM)
Employees per Firm (in EMP/FIRM) -0.14
Innovation Expenditures per Firm (in THS 0.16
EUR/FIRM)
Share of external R&D (in % of TIE) 0.27
Application for a patent (in %) 0.24
Manufacturing/Aggregate R&D (in %) -0.30
Share of in-house R&D (in % of TIE) 0.19
Proportion Var 0.28
Cumulative Var 0.28

% (percentages) are expressed in relation to the total number of firms in the survey for each country;
THS EUR: thousand euros at current prices; EMP: employees; % of TIE: percentage of Total Innovation Expenditures;
Proportion Var: proportion of variance explained by each of the factors identified;

Cumulative Var: cumulative proportion of variance explained by each of the factors identified.
Source: Own elaboration based on EUROSTAT CIS 2014 Database

Kaldorian
(KA)

0.27
0.49
0.06
0.02
0.05
0.28
-0.33
0.15
0.03
0.05

0.70
0.84
0.48
0.57
-0.68

0.16

-0.46
0.41

0.23

0.37
0.03
0.22

0.20
0.48

New-
Growth-

Theory (NG)
-0.46

0.13

0.22

-0.08
-0.01
-0.02
-0.32
-0.44
-0.09

0.06

0.21
-0.17
0.12
0.07
-0.06

0.65

0.62
0.47

0.62

0.20
0.01
0.25

0.11
0.59

Schumpete
rian (SC)

0.22
-0.06
-0.02
-0.10

0.53

0.39

0.34
-0.04

0.12

0.31

0.14
0.16
0.22
0.07
0.12

0.02

0.14
0.27

0.09

0.50
0.80
0.55

0.13
0.72

The first factor in Panel (A) of Table [3| features variables that indicate re-
lational aspects of innovation activities; thus it has been labelled ‘Network-

Innovation-System’ (IS, hereinafter) factor. It comprises variables capturing

cooperation links with suppliers and with other firms within the enterprise

group, as well as with higher education institutions and governmental research
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institutes. It also includes procurement policies by domestic and foreign gov-
ernments and the share of firms whose largest market is the EU (rather than
local /regional /national markets). The output indicator with the highest posi-
tive loading for this factor is process innovation in production.

The ‘innovation systems’ approach particularly emphasises “the network of
institutions in the public and private sectors whose activities and interactions
initiate, import and diffuse new technologies” (Freeman, 1987, p. 1). Thus,
by loading particularly high onto cooperation links, this factor captures cross-
country variation in this theoretical dimension of the innovation process. More-
over, by including the share of firms which are part of an enterprise group,
foreign procurement and the EU as the largest market, the degree of interna-
tionalisation is also captured. Notably, the IS factor explains 28% of the total
variance in the correlation structure between variables.

The second factor in Panel (A) of Table [3| has been labelled ‘Kaldorian’
(KA, hereinafter) factor. It suggests a local/regional cumulative process be-
tween funding and the largest market source, with a labour productivity proxy
(i.e. turnover per employee) as output indicator. The combination of: (i) the
virtuous circle between local innovation funding and local demand absorbing
the largest share of firms’ output and (ii) higher productivity levels may be
interpreted under the theoretical lens of the Keynesian principle of effective
demand coupled with Verdoorn’s Law (Kaldor, 1966, p. 306): local/regional
demand exerts a positive influence on labour productivity, and funding injec-
tions by local authorities trigger income creation that is channelled towards
local /regional markets.

The local /regional emphasis of this factor is made clear when looking at the
EU funding variable, which has a sharply negative factor loading, implying a
negative correlation between the share of firms receiving EU funding and the
other variables that characterise this factor. On the one hand, this suggests a
substitutability between local/regional and EU funding whereas, on the other,
it points to the fact that EU funds are provided precisely for countries lagging
behind in terms of labour productivity, which is in line with the EU funding
policy aiming at cross-country convergence. Note that the KA factor explains
20% of the total variance in the correlation structure between variables.

The third factor in Panel (A) of Table |3 has been labelled ‘New-Growth-
Theory’ factor (NG, hereinafter). It comprises total innovation expenditures
per firm, the share of external R&D, average firm size (in terms of employees)
and turnover per firm from product innovations that are new to the market. In
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particular, the endogenous growth paradigm developed by Aghion and Howitt
(2009, p. 15) may help in interpreting the variables composing this factor.

Within the baseline presentation (Aghion and Howitt, 2009, pp. 85-90),
growth through ‘drastic’ (intermediate) product innovations is characterised
by a higher rate of firm turnover associated with the entry/exit into/from
a monopolistic market structure. In this setup, “the more the entrepreneur
spends on research, the more likely she is to innovate” (Aghion and Howitt,
2009, p. 88), motivating the connection between total innovation expenditures
and turnover from product innovations. Instead, the share of external R&D
captures the fact that research activities are excludable, so innovators are remu-
nerated for pursuing them and firms may outsource the R&D process in view
of accumulating the factor input which leads to product innovations. The NG
factor explains 11% of the total variance in the correlation structure between
variables.

Finally, the fourth factor in Panel (A) of Table |3 has been labelled ‘Schum-
peterian’ factor (SC, hereinafter). It includes the share of in-house R&D, the
proportion of manufacturing-to-total R&D and the share of firms applying for
a patent. As noted by [Freeman (1979, p. 209), the dependence of technical
change on scientific developments is particularly relevant in manufacturing in-
dustries such as chemicals and electronics, whilst “strong in-house R and D
[...] will usually be needed to convert the first awareness of the new potential
into a competitive advantage” (Freeman, (1979, p. 211) reflected in patenting
activity. Hence, this fourth factor comprises variables highlighted by the evo-
lutionary tradition inspired by Schumpeterian insights, and it explains 13% of
the total variance in the correlation structure between variables.

It is important to note that while each variable has been allocated to only
one factor, some of them load relatively high onto other factors, enriching their
conceptual interpretation.

For example, the negative loading of employees per firm onto the Kaldorian
factor — in contrast with its high and positive loading onto the New-Growth-
Theory factor — suggests strong differences in the average firm size that char-
acterises each factor: small and medium-sized firms in the former vis-a-vis
relatively larger firms in the latter.

Interestingly, process innovation in production has a sharp negative loading
onto the New-Growth-Theory factor, whose main output variable is turnover
from product innovation, suggesting that process and product innovation do not
share complementary mechanisms, rather quite the opposite: the network struc-
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ture of cooperation links coupled with procurement and internationalisation —
characterising the Network-Innovation-System factor — seems conducive to
process innovation; whereas the accumulation (also through outsourcing) of
innovation expenditures — characterising the New-Growth-Theory factor —
seems instead conducive to product innovations.

Finally, cooperation links with universities has also a high positive loading
onto the Schumpeterian factor, evincing the role of knowledge creation and dif-
fusion through higher education institutions in science-based innovation, which
characterises the evolutionary approach.

The application of EFA led to the partition of the set of 22 original variables
into 4 subsets associated with different factors. These subsets suggest alter-
native interpretations for each factor, according to a theory of innovation and
technical change. Therefore, by combining the partition of countries into clus-
ters — in Section [4] — with the articulation of variables into factors, the study
of cluster-average values for each variable becomes a performance comparison
of EU innovation clubs across different innovation theories, which we explore
in the next section.

6 Innovation clubs seen through latent theories: The
dark sides of innovation in Europe

Table || reports, for each innovation theory (i.e., each factor), the average value
of variables in Table [I] for each of the five clusters identified in Section 4l Based
on these values, we can compare how each of the five identified clusters fares
with respect to each theory and, more specifically, in relation to each of the
underlying variables.

For ease of comparison, Panel (B) in Table {4 reports — for each variable —
the ratio between cluster-average values and the average across clusters (as well
as the coefficient of variation in parenthesis). Values above (below) one identify
variables/theories for which the cluster scores above (below) the average. The
heat map helps distinguish variables/theories in which clusters score close to
the average (yellow) from those where they score above (green) or below (red).
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The first thing to note is that the clusters identified in Figure [2| of Section
have been labelled (1)-(5) in correspondence to their overall innovation per-
formance, across all theories: starting from the best performing first cluster
(Nordic model) to the most laggard country group, i.e. the fifth cluster (CEE
factories).

The Nordic model cluster (comprising Austria, Belgium, Finland, Norway
and Sweden), on average, scores highest across all theories, with the exception
of the New-Growth-Theory factor. Its countries achieve the highest relative
patenting ratio — with 6.38% of its firms applying for patents — and scores
approximately twice the average on most variables that define the Network-
Innovation-System factor. These are countries with a particularly cohesive
innovation system, strong cooperation between suppliers and research organi-
sations, strong ties among enterprise groups (especially Belgium, Norway and
Sweden), high shares of public procurement, both domestic and foreign, and
high levels of funding from the central government (with the exception of Swe-
den) El Another theory on which they score on top of other clusters is the Kaldo-
rian factor. These countries rely on substantial funding from local /regional
government, as well as on local/regional demand sources, evincing a cumula-
tive productivity-enhancing circuit between local expenditure and income.

The top performing cluster of small Nordic innovative countries has one
“blind spot”, though. Although they have the highest patenting and incre-
mental process innovation rates (hosting the most productive firms, in terms
of average turnover per employee), their average firm turnover from radical
product innovations tends to be below average, even in comparison to clusters
that score below on all other variables and theories.

The New-Growth-Theory model, instead, fits the next two clusters — (2) and
(3) in Table 4 Cluster (2) is the EU “consolidated core” of innovators (Den-
mark, France, Germany and the Netherlands), rating highest in total innova-
tion expenditures (including intra and extra mural R&D), and with a patenting
score similar to that of the Nordic model cluster discussed above. With respect
to the first cluster, while it does not score as high across variables, it emerges
as more ‘balanced’ across theories.

For the consolidated EU core, Network-Innovation-System indicators are (in
almost all cases) above average, and the cluster experiences a virtuous Kaldo-
rian circle between local /regional innovation funding, demand and labour pro-
ductivity. Moreover, countries fit squarely with the Schumpeterian theory and,

21'We report country-level values for all variables in Tables IEI and EI of Appendix

22



as previously mentioned, they excel in the New-Growth-Theory model, leading
to a high turnover from radical product innovations — with the only exception of
Germany, which is most competitive within the Schumpeterian model, having
the highest patenting rate across all EU countries.

The results suggest that countries in this cluster host different types of firms,
though science-based firms (Pavitt], [1984) seem to be prominent. These are
firms of a relative large size, whose main source of technology is internal and
based on sourcing from external R&D labs, whose demand is particularly sen-
sitive to innovative performance (e.g. electronics and pharmaceuticals), that
focus on both product and process innovations and whose means of appro-
priation range from (R&D) know-how, process secrecy and patents. Overall,
this second cluster is the highest scoring and the most balanced, and it per-
forms consistently high against the four innovation theories identified in the
exploratory factor analysis of Section [5

Cluster (3) in Table 4| (comprising the Czech Republic, Hungary, Italy and
Spain) may be considered as the innovative periphery within the EU. It excels in
terms of average firm turnover from product innovations new to the market and
in terms of a similar average firm size, but it has considerably lower innovation
expenditures than average. If we were to focus on this output indicator of the
New-Growth-Theory factor, we would consider the EU’s innovative periphery
as quite successful.

However, such innovative performance hides a substantially more dismal pic-
ture. First, contrary to the consolidated core, the New-Growth-Theory model
behind such peripheral innovative performance is not as virtuous. Their rad-
ical product innovations are associated with factor accumulation and ezxternal
acquisition of R&D. Low patenting activity make these countries’ performance
quite weak in terms of the Schumpeterian approach, even if their sectoral R&D
composition privileges manufacturing industries.

Second, and possibly more problematic, is the finding that the innovative
dynamics characterising this cluster do not rely on a healthy innovation sys-
tem. With the exception of the Czech Republic, countries in this cluster score
far below average on all networking and collaboration indicators (with the ex-
ception of the access to the EU market, which is another signal of a dominant
traditional large manufacturing sector).

Third, the cluster seems to be split with regard to virtuous local Kaldo-
rian dynamics. While Italy and Spain evince a clear above-average pattern
of local/regional innovation funding-cum-largest demand source, a weak per-
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formance is observed for the Czech Republic and Hungary. This asymmetry
probably relates to these countries’ different institutional configuration and
background: the former experienced a process of accelerated growth during the
Golden Age of Capitalism (1945-1970s) — albeit at different times — whereas
the latter had been centrally planned economies up until the 1990s.

Thus, the comparative innovative profile just described suggests that firms
from countries in this third cluster are specialised in scale-intensive traditional
manufacturing (continuous process, large-scale assembling) industries (Pavitt,
1984). With the exception of Italy, these countries show firms of a relatively
large size, whose main source of technology is external R&D, whose demand is
particular sensitive to price and changes in the product design (e.g. automotive
and consumer durables), and whose means of appropriating innovation bene-
fits is process secrecy, technical lags, firm-specific skills and dynamic learning
economies in continuous production processes (Pavitt, |1984, p. 362).

The fourth cluster of peripheral suppliers in Table 4| (including Cyprus, Croa-
tia, Estonia, Greece, Lithuania, Portugal and Slovenia) turns the third cluster
upside down. Contrary to the latter, it scores lowest in terms of turnover from
product innovations new to the market and in general does not fit within the
logic of a New-Growth-Theory model. However, it does not score substantially
below average in terms of the Network-Innovation-System theory, especially
for some of its constituent countries, such as Lithuania, Slovenia and Portu-
gal. These latter two countries score close to average also for those variables
composing the Schumpeterian factor.

Overall, however, in terms of innovation outputs, countries in the fourth
cluster tend to score below average across all indicators except for the share of
firms introducing process innovations in production. Thus, despite its relatively
good performance in relation to the Network-Innovation-System factor, the
position of these countries is not at the core of innovation, but within the
periphery. The fact that most countries of the cluster score above average in
variables such as cooperation with suppliers, procurement and access to the
EU market suggests that they perform the role of peripheral suppliers for core
economies and (some of the) innovative peripheries in clusters (1)-(3) of Table
A

Firms in countries of cluster (4) seem to pertain mainly to the supplier dom-
inated type within the [Pavitt| (1984)) taxonomy. These are relatively small
firms, whose main source of technology is (mostly foreign) providers of mate-
rial and equipment, whose demand is particularly sensitive to price (e.g. tra-
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ditional manufacturing sectors, agriculture and construction), that focus on
(cost-cutting) process innovations and whose means to appropriate innovation
benefits are non-technical (e.g. trademarks and design).

The last (fifth) cluster in Table {4 is composed of low-wage large factories in
Eastern European countries (Bulgaria, Latvia, Poland and Romania). These
countries host the largest firms (in terms of employees) of the whole sample
and score markedly below average across all innovation output indicators and
across all innovation theories, with the exception of Poland and Romania which
have a close to average labour productivity. Most firms in these countries may
be included in the supplier-dominated and scale-intensive classes of the Pavitt
(1984) taxonomy.

The emerging picture of EU innovation clubs (that is, innovation perfor-
mance across clusters) uncovers a number of problems, which are the measure
of the several shades of darkness in terms of uneven development resulting from
innovation.

First, cohesion. Although this problem is well known, our analysis illustrates
the implications of the core-periphery structure of international production in
the EU, in which “CEE countries are usually located further downstream in
global value chains than their euro area partners. They typically import indus-
trial equipment and higher value-added components from euro area countries,
which they then use to produce additional components and assemble interme-
diate goods or final products” (ECBJ| 2013, pp. 17—8).|7_Z| Thus, while the EU
consolidated core — cluster (2) — is the most balanced, it still relies on the
CEE (low-wage) factories — cluster (5) — and, in part, on the innovative pe-
riphery (the Czech Republic and Hungary) — cluster (3). Neither of these two
latter clusters seems to greatly benefit from this core-periphery relationship in
terms of innovative performance.

Second, the peripheral small countries in cluster (4), with an above average
score in selected variables of the Network-Innovation-System model and second-
highest rate of process innovation, are, mainly, dominated by suppliers. While
a more detailed panel of micro-data would help us assess the extent to which
these countries benefit from these supplier-dominated types of core-periphery
relationships, the fact remains that their country-level innovative performance
is well below the EU average. Hence, an innovation system reliant on coop-
eration links with (technology) suppliers, intensive in public procurement and

22In fact, “At least one-third of CEE countries’ top 15 trade partners in global value chains are from the euro
area. Among the euro area countries, Germany is the most important trading partner of CEE countries in
global value chains, followed by Italy, France and Austria” (ECB) 2013, pp. 15-6).
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having the EU as the largest market may indeed be conducive to (cost-cutting)
process innovations, but may, at the same time, hinder the possibility of a
proper catch-up in terms of wider (and necessary) dimensions of innovative
performance (such as patent applications, labour productivity and turnover
from radical product innovations).

Third, and possibly the most controversial, the innovative periphery cluster
(3) performs in terms of radical (new to the market) product innovations better
than any other cluster, but such innovative performance is not based on a
solid innovation system. The performance of the Schumpeterian innovation
process is below average (the Czech Republic, Hungary, Spain) or close to
average (Italy). Knowledge flows through cooperation links by means of the
Network-Innovation-System factor are comparatively lacking (Hungary, Spain,
Italy) or close to average (the Czech Republic). A virtuous income-expenditure
Kaldorian circle is only present in Italy and Spain. Even the New-Growth-
Theory model is based mainly on external, outsourced R&D efforts and on
scale-intensive activities. It is difficult to imagine how these countries would
sustain their above-average innovative output indicators if it were not for the
reliance on the other clusters to support the innovative effort (external R&D).

Fourth, the Nordic innovative cluster (1), which excels in terms of the Network-
Innovation-System, Schumpeterian and Kaldorian factors, does not seem to be
able to exploit those investments, collaborations and strong flows to generate
high average firm turnover from radical product innovations, possibly relying
for that on other firms within the enterprise group which are located in the EU
consolidated core.

Finally, the EU consolidated core — cluster (2) — is balanced and stable, but
relies on several peripheries, and on the cohesion of the EU. As noted above,
the weakness of some of the other clusters may not guarantee the sustainability
of such cohesion in the long run.

7 Conclusion

The aim of this paper has been to unpack the theoretical and empirical fun-
damentals behind EU innovation asymmetries. We provided a map of EU
innovation ‘clubs’, and associated their idiosyncratic characteristics with the
extent to which they fit different innovation theories.

First, we unveiled the several shades of darkness that innovation leads to, in
terms of uneven performance, and the implicit dependency relations amongst
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different clubs, which makes these asymmetries particularly difficult to level
up. Second, we offered an empirically grounded way to ‘appreciatively’ assess
the explanatory power of different innovation theories to make sense of the
uneven innovation performance and the presence of peripheries. The intended
contribution of this paper is directly relevant to policy, as it shows that deriving
innovation policy implications based on a single innovation theory might risk
overlooking a variety of (other) weaknesses.

Based on the micro-aggregated Eurostat CIS2014 data, we proceeded in a
two-step fashion.

First, we applied a hierarchical clustering algorithm to organise distances be-
tween countries across 22 innovation variables. Five country groups emerged:
the ‘Nordic model’ cluster, which includes Finland, Norway, Sweden along-
side Austria and Belgium; the ‘Consolidated core’ including not only Ger-
many, France and the Netherlands, but also Denmark; the ‘Innovative periph-
ery’ comprising Hungary, the Czech Republic, Spain and Italy; the ‘Peripheral
suppliers’, including geographically scattered small EU countries as diverse as
Slovenia, Croatia, Estonia, Lithuania, Cyprus, Greece and Portugal; finally,
the ‘Central-Fastern European (CEE) Factories’, comprising Bulgaria, Latvia,
Poland and Romania.

Second, we applied exploratory factor analysis to articulate correlations be-
tween variables across the 24 European countries in our sample. We identified
four ‘latent’ factors, each related to an alternative theoretical approach to in-
novation and technical change: the Network-Innovation-System factor (IS), the
Kaldorian (KA) factor, the New-Growth-Theory (NG) factor and the Schum-
peterian (SC) factor.

In the best of innovation systems tradition, the IS factor shows the dominance
of firms cooperating with public research institutes and private actors, but also
firms relying on domestic and foreign procurement and those that are highly
internationalised.

In line with the Kaldorian tradition, the KA factor fits with a profile of firms
supported by regional/local public funds that trigger a virtuous circle between
local effective demand and labour productivity, which in turn makes innovation
efforts and economic performance mutually reinforcing.

Based on the endogenous growth theory, the NG factor is associated with
high R&D expenditures, large firm size and product innovation, whereas the
SC factor synthesises an innovation profile based on intramural R&D, intensity
of patent applications and dominance of manufacturing firms.
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Combining the first and second steps of our empirical strategy, we then char-
acterised cluster profiles according to their performance across theory-based
variable subsets. In this way, we analysed EU innovation clubs on the basis of
their idiosyncratic score against innovation theories.

A very rich picture emerges, which substantially nuances the North-South
and East-West divides, as illustrated at length in the previous section.

Our results speak of the ‘goodness of fit’ of different theoretical approaches
to innovation. From a normative perspective, they also tell us whether these
theories are able to allow for the presence of peripheries and qualify them. In
addition, these results might be revealing as to which theoretical grounding
policy should rely upon. For instance, NG fits a small sample of very virtuous
countries (the ‘consolidated core’), which also consistently score high across all
other theories. They are a benchmark for innovation performance, though they
most likely rely on the presence of the peripheral suppliers, as shown also in
previous work (Bontadini et al., [2019)).

At the same time, NG is fairly misleading with respect to other clusters.
For example, despite the relatively high firm turnover from product innovation
(flagship of NG), the countries from the ‘innovative periphery’ cluster conceal
a less virtuous picture: they rely to a greater extent on R&D acquired exter-
nally and have a low incidence of patenting activities. This means that these
countries are specialised in scale-intensive manufacturing and are likely to fall
(or have fallen) into the ‘middle-income trap’ described for the EU regions in
[ammarino et al. (2020)), with low prospects (and potential) for upgrading.

Arguably, it is this ‘under the radar’ under-performance (lammarino et al.,
2020)) that is interesting from the policy perspective, particularly when a more
cohesive and less polarised EU is at stake. It is not the ‘consolidated core’,
which continues to enjoy a stable and consistent leading position in Europe,
nor some of the peripheral suppliers or CEE factories, which enjoy EU fund-
ing support to catch up and shift from a low to middle ground innovation
performance, that might represent a threat to the cohesion policies and the
long-term sustainability of EU asymmetries. Rather, it is the (several) dif-
ferent peripheries that, despite a decent innovative performance, struggle to
upgrade from a range of supplier-dominated, production-intensive activities to
the science-based core. Thus, a ‘handbook-type’ innovative behaviour, even
with substantial innovation policy support, might not be enough to get out of
this trap.

Our new taxonomy of EU innovation clubs only confirms the extent of the
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challenges that EU cohesion faces. Notwithstanding the substantial and well-
directed interventions designed and implemented towards achieving EU cohe-
sion, the presence of uncertain, or unanticipated, innovation outcomes might
just make them ineffective, if not detrimental, in terms of furthering inequal-
ity. 'We hope to inspire some much needed reflections on the ‘dark side’ of
innovation policy.
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Appendixes

A Consolidation of dataset and imputation of missing

values

Eurostat’s publicly available micro-aggregated CIS 2014 database is presented
as a series of data files covering different aspects of the CIS questionnaire. In
particular, we considered the following Eurostat CIS-2014 files:

File Label Description

1 bas Basic economic information on the enterprises

2 gen General information on the enterprises

3  type Enterprises by main types of innovation

4  spec Enterprises by specific types of innovation

5 prod Product and process innovative enterprises

6 exp Innovation activities and expenditures in the enterprises

7  pub Public funding in the enterprises

8 coop Types of co-operation of the enterprises

9  proc Public sector procurement and innovation in the enterprises
10  ipr Intellectual property rights and licensing in the enterprises

As reported in Panel (A) of Table , 13 out of the 22 variables considered
had missing values for, at least, one of the 24 countries included in the analy-
sis. Thus, an estimation procedure to obtain within-sample predictions for the
missing values had to be devised.

We proceeded as follows. First, we identified the subset of variables for which
all countries have full data coverage (i.e. Panel (B) of Table [f]). Second, with
the subset of variables in panel (B), as well as the average turnover per firm
and average employees per firm, we created a 24 x 11 matrix with countries in
rows and standarised variables in columns and applied a combinatorial optimi-
sation algorithm in order to find a partition of the 24 countries into 5 groups,
which minimises the within-group sum of squares over all variables (Everitt
and Hothorn, 2011, p. 175). Third, we computed within-group average values
for all variables in Panel (A) of Table [f, using those countries in each group
for which observations were available. Finally, we allocated the within-group
average to each country in the group whose original variable value was missing.

34



SUOIIN1IISUl UOIIBINP3 J3YSIY J3Y30 Jo S313sIaAIUN yum Suiresado-0d sasiidiaiu] 9030 SWUI} SAIIBAOUUL SS3204d/19NP0Id 1OVONNI dooo 8
aJemyjos/‘dwod/s|eusiew/dinba jo sianddns yum Suilesado-od sasdiaug S0D SWLIJ SAIIBAOUUI S$320.d /10npoUd 1DVONNI dooa <]
dnou8 asudiajua sy ulyym sasudialua 4ayio yym uiiesado-od sasudiaiug 10D SW1) 9AI1BAOUUI $$920.d/19Np0Ud 1DVONNI dood 8
SuunioeNUeA U $TOT Ul SINpUSdXS UOIIBAOUUL |B10) JO BIBYS J ¥T10L1dX3 SWJI} SAIIBAOUUI S$9204d/19NP0Id 1OVONNI dxa 9
w1y 4ad $TOZ Ul saanyipuadxa uolzeaouul B30} 98esany ¥TNdOd LN3 ¥TLOLdX3 SWi1} SAI3BAOUUL SS820.d /39NpOoUd 1DVONNI dxa 9
19)JewW 3y} 03 Mau 2J9M 1ey3 s3onpoad woly Janoulny wily 98esany $TNdOd LNI NYNL YYINMIN SWiJ1} SAI3BAOUUI 3ONPOId 1adNI poud S
uonpoud jo spoylaw Suinosdw| Aq uoneaouul ssadoad pado|anap eyl sasidiaiul adSdNlI SWwiJlJ dAI3BAOUUI SS20.4d SIdNI 2ads v
YTOZ Ul wuly uad saahojdwa Jo Jaquinu a8esany ¥TNdOd” LN3 ¥TIdIAN3 SWJ1} SAIIBAOUUI $S920.d /3oNpo.d 1OVONNI Seq T
99hojdwa 4ad $TQZ ul Janouiny |eyo L YTdNT YINYNL SWwil} aAlzeAouU| ONNI Seq T

uonduasaq J03edipu| 9po) Joledipu| uonduoasaqg adA] w4 9po) adAL w4 9l ENE

P2J3pPISUOD S31IIUNOD ||B JO) SAN|eA YHM Sa|qellen $T0Z-SID 1v1SoY¥N3 (g) |aued

1S “IN ‘14 “Ya ‘39 1ualed e uoy paljdde 1eyy sasudiaiu] 1vdO¥Yd SWLI1J 9AI1BAOUUI $$920.4/19Np0oUd 1DVONNI adi ot
¥4 ‘S3“Na ‘30 ‘3g 103295 21|qnd u812404 40§ 19EIU0D JUBWINJ04d Y3IM SaslIdIaIu] vyo49nd swu1y [ejo ] V101 20.d 6
¥4 ‘S3“Na ‘30 ‘3g 101295 21jgnd 21353WOp 404 10JIU0D JuBWAINJ0Id yum sastidiaiu] noagand swu1y [ejo ] IVLOL 20.d 6
ELS S9INIASU| YoJeasad aieAldd Jo o1jgnd ‘quawulanos yiim Suizesado-0o sasudiajul 60D SWI} SAIIBAOUUI S$3204d/19NP0Id 1DVONNI dood 8
35 A ‘v saljlioyine [euoiSal Jo |B20| WOl Sulpuny panladal 1ey} sasdiajul J0TINNA SWIJ SAIIBAOUUI S$9204d/19NP0Id 1JDVONNI gnd /
A ‘LY U WUIAN0S |eJudd wody Suipuny PaAladad 1ey) sasidiaiu] 1NONN4 SWJI} SAIIBAOUUI $$9204d/19NP0id 1DVONNI gnd /
A ‘LY Suipunj N3 paniaoal 1ey) sasudiaiug REIVE SWI} SAIIBAOUUI S$9204d/19NP0Id 1DVONNI gnd /
IN  S24n3ipuadxa uojleAouu] [BI0} JAAO $TOT Ul Q'Y 9SNOY-UI Ul S2JN}puadxa Jo aJeys $T101dX3 YINIQYy SWL1} SAIIBAOUU] $5920.d/19Np0Ud 1JDVONNI dxa 9
IN ‘Dg  Sain}ipuadxa Uoj}eAOUU| |BIO} JOAO $TOZ Ul 'Y |BUJSIXS Ul S3Jn}ipuadxa Jo aieys $T101dX3 YIX3Iayy SWL1} SAIIBAOUU] $5920.d/19NpoUd 1JDVONNI dxa 9
14 ‘S3“Na ‘39 19)JeW |BUOIIBU 33 S| JOAOUIN] JO SWI} U] 19 ew 1sadie] 1VN HVINYYT SWL1} SAIIBAOUU] S5920.d/19Np0oUd 1DVONNI uag 4
14 ‘S3 “Na ‘39 19)4ew |euol8aa/|ea0| 8y SI JOAOUIN] JO SWID) Ul 1ddJew 1sadie] 93471 YVINYY] SWLI1} SAIIBAOUU] $5920.d/19NpoUd 1JDVONNI uag 4
14 ‘sS3 “Na ‘39 s91epIpued-N3/v143/N7 :S! JaAouIN] JO SWI) Ul 19xJew 1sadie] N3 YVINYEVY] SWLI1} SAIIBAOUU] S5920.d/19NpoUd 1DVONNI uag 4
IN Ia dnou3 asudiaua ue jo ped aue jeyy sasudiajul S3IA dO SWIJ SAIIBAOUUI S$S920.d /19NpOo.d 1DVONNI UEY:] 4
_ san|eA 3uissiw jo uoneindw| uonduasaq J03edipu| 9po) Joledlpul| uonduoasaqg adA] w4 9po) adA| w4 9l ENE

91ewW1Se ue apInoJd 03 A1essadau SEM 11 YdIYM JO0J ‘SD14IUNOI SWOS 404 SaN|eA 3ulsSiw YiIm sajgelien $T0Z-SID 1v1sodn3 (v) |sued

SOLIJUNOD PAJID[AS 10] SoTeA SUISSTW Jo Uolyeindull :Sa[qeLieA JoseyR(] G 9[qR],

L0
(o



B Additional country-level tables

36



w'6E
€SVS
€Ce

180T

87016
6L°LTT

€5°9Y9€

10°€
we
9T'stT
6L°0T
6'76C

89
€6'C
8¥'6T
79
ST'E
€Y
998
(404
8SvT
86°€T

$314JUN0d
ssoloe agelany

asogoiod ¢TOZ SID LV1SOYN3I Uo paspbg uoijpiogofa umQ :331nos

‘saun}ipuadx3 uoljeaouu| [e3o] jo agejuadiad :3|1 JO % ‘saaho|dwa :dIAF ‘Sa01d JULIND 1B SOIND puesnoyl :¥N3J SHL

‘A1JUn0od Yaed 10y ASAINS BY) Ul SWULY JO JSqUINU |BJ0] 3Y) O} UOIIe|aJ Ul passaldxa ale (sadejusdiad) %

SOT €L°0 LTt 190 9€T wT 85T 6TT SET 8T'T 2 LTt VLT
vt 9Tt 60 9eT L0'T €60 SO'T wT veT 850 8CT 49 60'T
L6'0 ve0 €50 9€'0 89T S8'T 89T S9°C LLT LT L6'T L6T e
€8°0 eVt S9T 8S'T 89T L0 L0C 760 S9T 6CT 8CT 9T L0
650 960 L80 89°0 STT €0C S6'T ST'C 69°C 8S'T 83T T 9T
£9°0 67T 80T ST'T 90T Tt 0T 7T 80 L8°0 60 06'0 60
wT 18T 69°C L0T €0'C €0'C ET 780 L6'0 wt €60 6L°0 60'T
050 L6'T S0 8C¢C 990 80 o S80 VL0 L¥'0 60 90T 080
€T'e L00 veT 890 60 LST 8T'T 96'0 8¢’ €8T €ET 69°€ 8¢'C
6L°0 69°0 €91 (491 9T €eT €971 68T 8T'T 91T LT'T LTT LTT
or'T o €T ¥9'0 80 LET €T 0ST 65T S0 €91 €971 9T
8€'T 89°0 6T'T £9°0 Wt T 6ET 8ET 65T e wT LLT 0ET
o 950 £9°0 €T 6LC €0T or'T ET'T TL0 Ste 6T wT 8ST
1744 LEO E€T'T 1,0 E€T'T €Tt €T €T JA" 9€'T 6T LT 0z'e
Lo TLo 760 Lo TLo o o SY'T €9°T 9T 8S'T 89T
90T €60 18T 09T €50 €60 990 wT 850 (49" aT SLT
144Y wT 90 I 60T 80 L9T oz'e 00°C SL'T SE'T 89'T
950 SS'0 v6'0 8v'T 80T L2t 09T ElA SV'T or'e €eT LTT
70 (040} S80 8v'T 960 Tt 8%°0 TeT LT VLT 89C 7T
0€'0 8v'0 860 ev'T 9S'T vET Lo VLT S0¢C 8T T8¢ 96T
60T 950 760 10T orT 10T L0T 95T ov'e ST 454 LST
60T 90 T'T Tt T L0 L2t 60T 60T SY'T 0S'T 0ET
S3 2 Ad ia 3s ON 14 3g 1v
1eaouy| - (g) Jaasnp - (2) 438N _ _ |apow dIpJoN - (T) 433snpD
19Ty 9'8¢C S6'61 06'€C LL'ES 6135 w9 W69y SO'€S 89°9% 67TCL 8005 8589
¥9'£9 889 20°0s WL vv'8s ¥5°0S 8€'LS 8€'LL 0g'eL vS1E L6'69 €€79 SE'65
ST'e T €LT 8TT 34 009 34 958 €L'S (43 8€'9 8€'9 68'L
00’6 8¥'ST 98'LT S0°LT ST'8T sece wee L6'6 88'LT 96'€T 6L€T L0'8T 0’8
€8'VES €€'9L8 L0°S6L 66919 S8'0S0T S6'6¥8T 99'TLLT  €T'8S6T 9L'TSbT  TT9EVT  T1S'6EYT  €T00ET  68'9YTT
Te6L ¥8'6LT 16'9CT 99'GET Ly'yel  6T'TYVT  Ov'6IT  TTTET L¥'96 87'C0T  6/°L0T  LE90T  88'80T
60'80LE 90°€CSS 90°0T86  16'888E OvTPL €9'L6EL ST'BIBY 9EVB6T 67'87SE  8E'SEVP TS'B6EE  B8L'ELBT  €S'TI6E
ST €6'S 91T L89 86'T €5 8T'¢C 9s¢C €Tt wt €8'C 6Tt we
989 140 66'€ 0ce w'e S0's 8L'E L0'E ve'L 88'S 8Ty 98'TL ve'L
T6°TT 9v'0T TLve 10°LT €€'aC v1°0C | 7A 74 99'8¢ 98'LT SS'LT | 7AVA | 7AVAY LT
1T'st 14 LTET 169 688 6L7T LTET 19t 8T'LT L0ce wLT wLT 69°€T
9€'70¥ 87861 66'6V€ 75961 Ov'LTy  96'€T¥  L¥'80V  6E°S0F @S9y 9T'6T9  ETITY  CS6IS  TS'08E
LLe [4:33 85t LE'8 €0'6T 00°L LS'6 89°L A4 SE'ST 0CeT 89'6 8L°0T
0.0 60T [4:33 60T [4:33 [433 [433 [433 [474 66'€ 89's s 9’9
LOVT ve9t S6'€ET 06'LT S6'€T S6'€T S6'ET S6'ET v1'8C 88'6C 6v'CE 18°0¢ wee
679 1234 0L's €6 186 vee 0L'S S0y 19 vS'e €89 €89 ot
6ET €80 we 10 89 e LSC STS €69 €9 69'8 or'L 0g's
09¢ vzt SS'C 9EY 8’9 667 L8'S e 8L9 19 Tt 8L°0T 9001
SL'E [44 343 €L v9et ST'8 6€0T L0Y €Tl 97T €671 S6°CC €9°CT
0s'T €Ce 9€'C 8y v0'L 99'L 099 €9°€ S5'8 80°0T S0'6 LETT €96
L8'ST ws 8€'ET ELYT 9¢€0C ELYT €9'ST 8T'LE 66'7€ €5°CC oTte 06'Cc
TSt 698 s'sT 8¥'ST 99'6T 66'6 SLLT st 9T'sT LTot S6°0C '8t
1l S3 2 N Hd Ad ia 3s ON 14 3g 1v
11eaouu| - (g) Jaisnpy 910D paiepl|osuo) - (z) 421snP _ _ |apowi d1pJoN - (T) 433sn]D

RERIEVETEN]
a7y asnoy-ul jo aieys $TLOLdX3 YINIQYY Indur 9T (os) uer
@9y 21e8a.88y/3ulinioejnuey D ¥T10LdX3 ndur gt 1999 QEEU <
jua1ed e Joj uonediddy 1vdOoyd indino LT
a8y |eusaxa Jo aieys $TLOLdX3 ¥TX3ayy ndul 1
w14 Jad sainyipuadx3 uollerouu]  $TNJdOd NI ¥TLOLdX3 Indul Tz [(9N) AoayL
w4 Jad sashojdwy ¥TNdOd IN3 ¥TdW3 Indul  ¢T -yamolo
¥INdOd -M3aN
19)Jew 01 Mau ‘Aouul ‘poud wiai4/1enouin]  TINITNYNL HYINMIN Indino €T
N3 wouy Suipuny NINN4 M8 o1
‘yiny |euoiay/|ed07 woJy Sulpuny J0INN4 M8 TIT
|euonen :19yiew 1sasie] 1VN YVIANYVYT Indul 6T u m_A‘Mv__uv_ ey
|euoi8ay/|ed07 1) ew 1sadie] 9341 ¥YVNYYT ndul 6 )
99Ao|dwa 4ad sanoulny ¥TdINI PINYNL Indino 8
U WUIBA0D |esjuad) wouy Sulpuny 1ANDNN4 M8 [4
JuawWaindold ugiaio4 ¥o49nd w8 A
JU3Waind0.d d1sawoq noagnd ms 9
N3 :1ew 3sasie] NI YVIANYYT Indur - 8T (s1) waysh
*15U] Y24e3asaYy /D YuM uolesadoo) 600 M3 T si) ishs
13H/s211SJ9AIUN Y1M Uolielado0) 900 M3 S ol
ssa1jddns yyim uonesadoo) Q0D Ul v SHOMISN
dnoJ8 asudialua ayl ulyuMm uonesadoo) TOD Syul| €
dnoug asudiaiua jo ued w4 SIA 4O ndul T
uo1dNPoJd Ul UolIBAOUUI SS320.d adsdniTindino g

$3143un0d $50420 abp.Janp Jo uoipiodoid b s sanjpa A13uno)

(311 40 % u1) 4’8y dsNOY-ul Jo 3ieys
(% u1) agy 21e82488y/Sulinidenuen
(9% u1) ua1ed e uoy uonediddy

(311 40 % U1) @'8Y [UIBIXD JO BiRYS
(Wy14/4n3

SH.L u1) wui4 4ad saunyipuadx3 uolzeaouu|
(INHI4/dN3T ut) w4 Jad sesholdwiz

(INY14/9N3 SHL u1)
19)JeW 01 Mau ‘Aouul "poud w4 /1enoulny

(% u1) N3 wouy Butpuny

(% u1) 'yiny |euoi8ay/|ed07 wouy Sutpuny
(% u1) |euonen :1ajJew 1sasieq

(% u1) |euoi3ay/|e207 :1axew 1sadie]
(dIN3/4N3 SHL ut) @3ho|dwa Jad Janoulny

(% u1) WaWUIBA0Y |esud) Wod) Sulpuny

(% u1) Juswaindo.d usdiaioy

(% u1) uawaindoid 21sawoq

(% u1) N3 :39yew 1sadie]

(9% uI) "15U| Ya1easaYy/IND Yy1m uonessdoo)

(% u1) 13H/sa11sI9AIUN Y2IM uoneId00)

(% u1) ssa11ddns yym uonesadoo)

(% u1) dnou8 ssidiaaua ay1 ulyim uonesadoo)

(9% u1) dnou8 asudiaiua Jo ued wuiy

(% u1) uononpoud ul uoEeAOUUI S59204d
(31un) uonduasag

$TLOLdX3 YINIQYY Indur 9T

- - (0s) uer
d
O 7tTloLdX3Indur - ST Jareduinyps
1vdoy¥d indino /1
¥T1OLdX3 ¥TX3ayy ndur  ¢T
_ _ _ Aioa
¥TNdOd LN3 ¥T1OLldX3 Indur  1g (o) AioayL
P _ -4imouo
#TNdOd LN ¥TdAI ndur  ZT
-M3aN
¥Tndod
TINITNY¥NLTYVNMINTINdInO €T
NINN4M8 01
J0INNd™ M8 1T )
LVN ¥VIAYYT Indul 6T
— _ ueuop|ey
931 ¥VNYYT Indur 6
¥TdNI YINYNL Indino g
LAONN4 M8 ¢
¥o4and w8 ¢
woaand m8 9
N3 YVIAYY] Indur 8T
_ wasA:
60y M8 7z (S1) waishs
900 M8 g “ouut
— -lomia
S00 S ¥ v_ N
TOD Ul €
SIAdDIndur T
adsdNI indino 0z
2/qpIIDA 43pi0 103004

($3|qp1IbA Z7 $3113Un0d )

$3113UN0J $S042D SAN[OA 3GDLIDA - (V43) SISAipuy 103204 A1010401dXT

(¢)-(T) s199sn[) — SOLIIUNOD N [eNPIAIPUI SSOIOR Sa[JoId UOIIRAOUU] :SISA[RUY 1090% A10jRIOdXY :9 9[qe],

37



wee
€SYS
€Ce

801

8C°016
6L°LTT

€59°9¥9¢

T0°€
we
IT'sT
6,01
6'T6C

89

€6'C

87'6T

9

qT'e

€97

95’8

W'y

8SvT

86'€T

$9143UN0d

$soJoe 33esany

(6)-(§) s109sn[) — SOLIIUNOD N [eNPIAIPUL SSOIDR Sa[JoId UoryeAOUU] :SISA[RUY 1090% A10jRIO[dXH :) d[qe],

asbqpind vT0Z SID LV.LSOYNI U0 paspg uoiniognja umQ :32nos
[x3 uonreaouu| |e10] Jo adejuadiad 3|1 JO % ‘S9aA0|d WS :dIAF ‘S321ud JUBIIND 1B SOJINS puesnoyl :YN3J SHL
‘A1unod yoea 1oy AsAIns syl ul Swily JO Jagquinu |e10] ay1 01 uoie|as ul passaldxs ale (se8ejuadiad) %

RESIEVEIEN]
LO'T 0 620 890 STT 260 9z'0 €90 00 880 €0 Q'3 asnoy-ut Jo aieys #T10L1dX3 ¥INIQYY Indur 9T (s) uel
v6°0 S8°0 vL°0 T 62T 96'0 650 20T 6L°0 9’0 950 a3y 21882188y /3ulinioeynuey O $TLOLdX3 Indul ST 1019 Qc_:ﬁm
[4%0] wo f440) (o140) S50 8.0 €0 €0 (0140] €0 120 juazed e Joj uopedljddy 1vdOoy¥d indino /T
SE0 SE0 6€°0 €9°0 €80 950 LT0 90 LEO ¥9'0 6€°0 Q73y [eUIBIXD JO BiBYS ¥TLOLdX3 ¥IX3q¥y ndul  ¢T
91’0 90T 0€0 v€0 SL0 870 6€°0 €70 €€°0 950 LT0 w4 Jad saunyipuadx3 uonerouu|  yTNdOd LNI ¥TLOLdX3 ndul T2 |(9N) AloayL
SY'T LLT 6T'T oT'T L6°0 650 LLO L6'0 850 8L°0 190 wut4 Jad saakojdwy ¥TNdOd LNI vTdANI Indul 2T -ymoIn
¥TNdod -MaN
ST 180 97’0 620 SS°0 870 €20 €20 99'0 T €0 19)4eW 0} Mau ‘Aouu! poud wiid/ierowinl  TINITNYNL YVINMAN ndino €1
810 [4%} STT T 95'T 0LT €ET €0 L8°0 v0'T €80 N3 wody utpuny nannd ms ot
900 [440] S0'0 £0°0 820 150 LEO S50 L6'0 €0 €70 ‘yIny |euoi8ay/|ev07 wody Sulpuny J0INN4 M8 TT (i)
LT0 150 0 wo 590 €€°0 L8°0 090 €ET €9°0 W'l JeuoieN 1ajiew 1sasie LYN ¥VAYYT ndul 6T cm_ﬂvﬁ_v_mv_
S0 S0 810 750 960 8.0 S0'T oT'T 12T 9€'0 €50 |euo189y/|ed07 19} ew 1s98ie] 93¥1 YVAYYT Indul 6 ’
0 SS0 wo 0€°0 790 080 0 9€'0 160 750 ¥6'0 9akojdwa sad Janouin | $TdNI PIN¥NL Indino g
4%0] 0z'0 [4%0] 70 6T'T 430 €9°0 €L°0 260 wo 080 JUBWUIAN0D [BAUS) WO Bulpuny LANSNNS M8 ¢
€10 €T°0 T€0 0€0 67T 8L°0 SLT L8°0 870 6T'T 80'T JU3WAINJ014 US13.104 yodand ms £
870 €0 19°0 0 €T €80 VT SP'T LTT 16°0 6T'T WAWaINJ01d dNsauwoq woaand m3 9
91’0 (3740] 090 590 L8°T 82T SS'T S8'0 S50 L0T 870 N3 19vew 1sa8ie] N3 YVIAYYT Indul - 8T worsh
ST0  sv0 €0 600 0ST 10 950  Z€0 6.0 €90 9% Ul 21B3S3Y /1ND YNm UoNeIadoo) 600 M8 7z Am:‘oéu s
LT0 9€'0 o ¥1°0 W 680 790 L¥'0 €80 590 €7°0 13H/s313SI9AIUN Y3im UoleISd00) 900 M8 g 0 E_mz
€T°0 62°0 620 9z'0 171 ¥5°0 or'T SL0 87T T LT1 s1a11ddns yiim uonesadoo) S0D S
0T’0 vE€0 8€°0 0z0 v0'T SS°0 €0'T SS°0 090 1T vL'0 dnou8 asudiaiua ayy ulylm uonesadoo) T U €
800 870 9€'0 vE0 160 SL0 SL°0 €90 70 18°0 160 dnoug asiidiaius jo 1ed wuiy S3IAdoIndur T
8T'0 050 [40] wo vI'T 65T 69T 0T [TT 290 880 uo13anpoJd Ul Uo1EAOUU] SS3001d QdsdNITIndino o
[o}] 1d Al o8 IS 1d 11 YH 13 33 A
sa1030e4 33D - (S) 421sND ssa1|ddng |esaydiiad - (t7) 491snD $3143uN02 $50420 36013AD fo uojodo.id b so sanjpa A1quno)
LETy  8T'9T 9T 69T Sy'6y 819 T¥'OT 99T  8SLT  €8VE  ¥TTT (311 40 % u1) @'y @Snoy-ul Jo aueys ¥T101dX3 ¥INIQyY ndur 9T Hs) uer
rrIS 997 0T £9°09 TE0L  LETS  E€TTE  ELSS  ET'EY  C0SC OV OE (% ut) @8y @1e82.438y/3UliNIdRNUERN D $TLOLdX3 Idul ST E&E:;.um
[0140] LET 0,0 62T 8L'T 15 0T €0'T 62T ¥0'T 690 (% u1) ua1ed e Joy uonedijddy 1vdO¥d ndino /T
€L°€E 6L€ LTy 6.9 006 209 18T 86’7 o'V 269 LTV (31L 40 % U1) @'8Y |euIaIXd JO dueysS ¥T1OLdX3 ¥TX3a¥y Indur 4T
. . . . . . . . . . . (Wai1/una — o= - (9N) Atoay L
LS0Cy  ¥5'896  L¥'69C  95'60€ 66189 TI'65C LTSSE 80T6E OFTOE 05905 LEOST SHL u1) w4 Jad saunypuadx3 uoneaouul $TNdOd LN ¥TLOLdX3 Indul 1z
TS0LT  ¥£'80C  €6'6ET  EE6TT 08'€TT LT'69 00T6  LTVIT 989 8ET6  €0'TL (INY14/dIN3 ur) wai4 Jad seafojdwy ¥TNdOd LN3 ¥TdN3 Indul 2T s%\%“w
(INY14/9N3 SHL u1) ¥TNdod
¥6'95SY 06'V96C 67°6S9T  T¥'TVOT €/°666T 90°/70T TE'SC8 CI'0S8 T8'E€TyC €8°0STS €€'SCCT 13}Jew 0} Mau ‘Aouul ‘potd wii4/1snowin] TINITNYNL YYINMIN Indino €1
70 8€'E 8v'E 1744 691 €T'S 07 0€'T ¥9'C ET'E 0S'C (% u1) N3 wouy Bupuny Nanndms ot
610 TL°0 9T'0 €20 680 S9'T ST'T 8LT TTe 0T LET (% u1) "yiny |euoi3ay/|ed07 wouy Butpuny J0INN4d M8 1T ()
S9'C 89'L [74°) 8€'9 16'6 20's 9T'ET €06 ET0C 656 9T'CT (% u1) jeuoneN :3pew 3s381e7 LVN YVAYYT Indul 6T cm_ﬂv“_u_s_
69T 1284 96T ¥9'S 0T 9v'8 SETT 88Tl OT'El  06°€ vL'S (% u1) |euoigay/|ed0T 3y ew 1s98ie] 93Y1 YVAYYT Indul 6 ’
€8'6TT TOT9T 0LTZT  TT'/8 76'98T T6'vEC 68'8TT €v'90T 9897 TSIST 08'9LT (dN3/¥N3 SHL ut) @3Aojdwsa sad sanouiny PIdNI VINYNL N0 g
S6°0 o't 780 €8T €1'8 868 €Y 66’7 vT'9 68'C £V'S (% ut) JUsWUIBA0Y |e1IUS) Wo4 Bulpuny LANSNNA M8 ¢
6€0 6€°0 60 680 8L'€ 8C'C [4% ¥S'C 65T 6V 8T'E (9% u1) uawaJndoid usiaioy Hod49nd w8 £
8€'S 91’9 €8°TT 79’8 8y’'st  OT'9T  €8/T 91'8T  SLWZ  SLLT TTEL (% u1) JuaWaIN20.4d dsaWoQ woaand ms 9
S6°0 S9°C 99°€ S6€ OV'IT  €6€ET 056 LTS 6€'€ 159 €6'C (% u1) N3 3xqewW 1sa8ie] N3 YVIAYYT Indul - 8T worsh
870 wt vL°0 620 YLy €T LLT LTT 0s'T 86'T vy'T (% u1) "asul Y21e3s3Y/IND Y1iM UoleIadoo) 600 M8 Tt Hm:.oc% s
6L°0 19T 00T 990 LS9 (454 v6'T ST '€ [40R3 00T (% u1) 13H/sa11SI9AIUN Y2Mm UoneIado0) 900 M8 g .V_Loé_wz
9T'T 8%'C 8¥'C 1244 6€0T €97 10CT  6€9 99¢T 156 980T (9% u1) ssa11ddns yam uonesadoo) S0D S
050 69°T 88T L670 or's oLe 90°'s 69T 16T 'S e (% u1) dnou8 asudiaiua ayy ulylm uoiesadoo) T U €
€T'T 1454 €S 661 LTYT  960T 680 ST'6 L6'S 8Tl €TET (% u1) dnous asudiaiua yo ped wuly SIA dondur T
6%'C €69 0€'L 98's L6'ST  TTTe  T9€C  8TYT  SLLT 998 €T°CT (% u1) uo1PNPOId Ul UOIIBAOUUI $S3I0Ud QdsdNIIndino o
oY 1d Al og IS 1d 11 UH 13 33 A (yun) vondussag 3/qpLDA 13pI0 103904

sa10pe] 3D - (§) JaIsnD

ssa1|ddng |esaydiiad - (¢7) 491snD

(53/qp1IDA ZZ $3113Unod HZ)

$3143UN0J $S042D SAN|PA 3|qDLIDA - (Y43) SISAjbuy 101204 Ai01pI0jdXT

38



	Introduction
	Background and contribution
	Dataset: Community Innovation Survey 2014 (CIS2014)
	Innovation `clubs' in the EU through hierarchical clustering
	Latent innovation theories through exploratory factor analysis
	Method
	How factors fit different innovation theories

	Innovation clubs seen through latent theories: The dark sides of innovation in Europe
	Conclusion
	Consolidation of dataset and imputation of missing values
	Additional country-level tables

